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1	Decision/action requested
The group is asked to endorse the detailed proposal in 4.
2	References
[bookmark: _Int_09TmzEID][1]	3GPP TS 28.530 Management and orchestration; Concepts, use cases and requirements
[2]	3GPP TS 28.531 	Management and orchestration; Provisioning
[3]	3GPP TS 28.541 Management and orchestration; 5G Network Resource Model (NRM); Stage 2 and stage 3
3	Rationale
3.1	Introduction
[bookmark: _Int_OqBDPabm][bookmark: _Int_FMBIInhh]An MnS consumer provides service requirements to an MnS producer see TS 28.530 reference [1] and TS 28.531 reference [2], the producer processes the service requirements and searches for matching NetworkSlice(s) to fulfil the service requirements. If one or more matching NetworkSlices are found the producer must decide if the service requirements can be fulfilled using one of the matched NetworkSlices or when no matching NetworkSlice can be found the MnS producer creates a new NetworkSlice with a serviceProfile that captures the service requirements. Definitions of NetworkSlice and serviceProfile can be found in TS 28.541 see reference [3].
3.2	Description
[bookmark: _Int_G0C0eDHO]Figure 3.1 shows the interaction between the MnS consumer that requests fulfilment of service requirement and the MnS producer that fulfils those service requirements in the best possible way. The serviceId shown in the response message in Figure 3.1 is a combination of a NetworkSlice instance Id and serviceProfileId, see reference [3].

Figure 3.1 Interaction for fulfilment of service requirements 
Scenarios
[bookmark: _Int_S2caRvOi][bookmark: _Int_6o3bs7mf][bookmark: _Int_YqAcXKFx][bookmark: _Int_FBkDqOHe]Network slices are created, modified, and deleted as result of service requests from the MnS consumer. The MnS producer, fulfilling the service request is expected to implement the service requirements in the most cost-effective way. There are different scenarios from which an MnS producer decides to fulfil a service request using an existing NetworkSlice or creating a new NetworkSlice. The origin of a service request is CSP internal or from an external party where the NetworkSlice supports a business purpose. Even though a NetworkSlice can support multiple service requests, from a business point of view this may not always be applicable. The business purpose should dictate whether a service request is fulfilled with an existing NetworkSlice or if a new NetworkSlice is to be created, and when e new NetworkSlice is created is this NetworkSlice dedicated or can it be shared with future service requests. The following scenarios have been identified.
Scenario A: Single network slice
In this scenario the network is partitioned into a partition for each service/slice type, S-NSSAI (sST).  An MnS consumer requests to use an already existing partition (default NetworkSlice) or indicates to the MnS producer that an already existing partition (default NetworkSlice) can be used. If an existing partition is used the current MnS consumers of the existing partition must have given their consent to share the partition. If the MnS producer decides to create a new partition (to support a new service/slice type) the MnS producer decides if the new partition may be shared. 
· The network is partitioned per service/slice type (SST). 
· A request from an enterprise for network slice support is fulfilled by allowing the enterprise to use the default network slice.
· Reporting of assurance/observability information is on the default network slice and not on what is being used by the enterprise.
Scenario B: Shared network slice scenario
In this scenario the network is partitioned into a partition for each S-NSSAI (sST + SD). When an MnS consumer requests a shared NetworkSlice, the request is fulfilled by allowing the MnS consumer to use an existing (shared) S-NSSAI or create a new S-NSSAI that in the future may be shared with other MnS consumers.
· The network is partitioned per network slice (S-NSSAI). 
· A request from an Enterprise for network slice support is fulfilled by allowing the enterprise to use an S-NSSAI that is or can be used by other enterprises. 
· Reporting of assurance/observability information per S-NSSAI and not on what is currently being used by the enterprise.
In this scenario the MnS consumer gives consent to the MnS producer to share the NetworkSlice under certain conditions. Examples of conditions that must be met before the NetworkSlice can be shared are location, time of day, weekday, spare capacity, S-NSSAI.
Scenario C: Virtual not-shared network slices 
In this scenario the network is partitioned into a partition for each S-NSSAI (sST + SD). When an MnS consumer requests a virtual separate NetworkSlice, the request is fulfilled by creating a new dedicated S-NSSAI.
· The network is partitioned per network slice (S-NSSAI).
· A request from an enterprise for network slice support is fulfilled by allowing the enterprise to use a dedicated S-NSSAI that is or can only be used by it.
· Reporting of assurance/observability information is per S-NSSAI and therefore on what is currently being used by the enterprise.
In this scenario the MnS consumer does not give consent to the MnS producer to share the NetworkSlice under certain conditions. Examples of conditions that must be met for the NetworkSlice to be virtual separated are location, time of day, weekday, S-NSSAI.
Scenario D: Physical not-shared network slices
In this scenario the network is partitioned into a partition for each S-NSSAI and NID (identifies an SNPN) combination. When an MnS consumer requests a physical separated NetworkSlice, the request for is fulfilled by allowing the MnS consumer to create an SNPN and an S-NSSAI (to be able to roam outside of the SNPN coverage area).
· The network is partitioned per S-NSSAI  and NID.
· A request from an enterprise for network slice support is fulfilled by allowing the enterprise to have their own SNPN (identified by the NID) and a dedicated S-NSSAI.
· Reporting of assurance/observability information is per S-NSSAI and NID and therefore on what is currently being used by the enterprise.			
NOTE: Lifecycle management of SNPN is outside the scope of this discussion paper.
3.3	Analysis
The serviceProfile holds an attribute networkSliceSharingIndicator which specifies whether a service, can share a NetworkSlice instance with other services or not. If “non-shared” the service needs a dedicated NetworkSlice instance. If “shared” the service may share a NetworkSlice instance with other service(s). 
There are two scenarios where a NetworkSlice can be shared i.e., scenario A and B. Currently there is no way to distinguish between scenario A and B, and neither is it possible to give any conditions for sharing.
There are two scenarios where a NetworkSlice cannot be shared i.e., scenario C and D. Currently it is not possible to give any conditions for not sharing a NetworkSlice.
In the scenario descriptions the phrase “not-shared” has been used as opposite of “shared”, however in the specifications the word “isolation” has been used. Consider the following statements:
Isolated entity
[bookmark: _Hlk140158398]- An isolated NetworkSlice can only support a single serviceProfile
- An isolated NetworkSliceSubnet can only support a single NetworkSlice
- An isolated NetworkFunction can only support a single NetworkSliceSubnet
Not-shared entity
- A not-shared NetworkSlice can only support a single serviceProfile
- A not-shared NetworkSliceSubnet can only support a single NetworkSlice
- A not-shared NetworkFunction can only support a single NetworkSliceSubnet
Shared entity
- A shared NetworkSlice can support multiple serviceProfiles
- A shared NetworkSlice subnet can support multiple NetworkSlices
- A shared NetworkFunction can support multiple NetworkSliceSubnets
3.4	Observations
[bookmark: _Int_Xijnkj2j]It can be observed from the scenarios that the separation of  scenarios A and B is not visible in the specifications and is needed. Scenario A can be considered “use from” where the resources used by a partition are shared and scenario B is “shared with” where the partition is shared.
[bookmark: _Int_cnQRtLQm]It can be observed from the scenarios that it should be possible to give conditions for sharing / not-sharing, but no method is currently specified.
[bookmark: _Int_gZmZfdcc][bookmark: _Int_4Ji49ofd]It can be observed from the scenarios and the analysis that not-shared, and isolation have the same meaning and it would be preferred to use one term for not-shared / isolation.
3.5	Conclusions
The group agrees that the support for the separation of  “use from” and  “shared with” is needed.
The group agrees that conditions are needed for sharing / not-sharing. 
The group agrees that “not-shared” should be used instead of “isolation”, since it is more obvious that it is the opposite of “shared”.

4	Detailed proposal
The group is asked to endorse the conclusions in section 3.5.
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